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1
Decision/action requested

This contribution proposes a new Key Issue on Container breakouts caused by weak isolation. It is requested that this contribution be approved. 
2
References

[1]
3GPP TR 33.848 V0.8.0 "Study on Security Impacts of Virtualisation"
[2] Mitre’s CVE (https://cve.mitre.org/) and NIST’s NVD (https://nvd.nist.gov/).

3
Rationale

Containerized deployment of applications has gained lot of popularity in recent times and across all domains of software industry. Containers are lightweight and portable, and, they can be deployed with significantly less overhead compared to VMs. Containers also provide better resource utilisation of compute resources along with providing faster app start up times and easier scaling in/out.

Although the benefits of deploying containers are numerous, they do come with their own set of challenges. Compared to server or machine virtualization approaches, however, containers do not contain their own operating system images. A container shares the kernel and kernel resources along with the host and other containers deployed on the host. [2] has listed a number of vulnerabilities in the form of CVEs that allow rogue containers to escape isolation and impact other containers deployed on the same host.

Hence, it becomes critical to isolate the container and resources required by the container, and to ensure the availability & confidentially of the deployments thereby guaranteeing seamless execution of end user applications 
4
Detailed proposal

**** 1st CHANGE ****

5.y
Key Issue Y: Container breakout 
5.y.1
Key issue detail

The newer generation of NFV implementations choose to deploy NF as group of containers especially due to the benefits associated to containers and its deployment aspects over traditional VM deployment. Such deployments can be highly flexible by allowing the operators to deploy multiple NFs as a collection of small microservices on same physical machines and/or even deploy NF containers within VMs. Containers co-hosted on the same physical machine as tenants share the same kernel and OS resources.. This allows for a potential risk of a rogue container escaping the container confinement and impacting other co-hosted containers. The KI is about container breakouts and its impact on other containers.
There are multiple ways for attackers to escape container isolation. There have been reported a number of CVEs that document known vulnerabilities that have been identified in the past. One way to escape containers is to exploit vulnerabilities in the Linux kernel. The Linux kernel enforces container isolation by employing namespaces and cgroups. However, if attackers gain kernel level privileges through privilege escalation, they can circumvent isolation as reported in CVEs (e.g. CVE20144699 and CVE20163134). There are CVEs that have reported vulnerabilities in container runtimes that allow container breakouts. 
5.y.2
Security threats

When a malicious container escapes isolation, it can gain full control over the underlying host and cause any of the below serious threats:

- attacker would gain the ability to mount attacks on host OS or compromise host OS functionalities

- compromise the confidentiality & integrity of co-hosted containers and tenants
- introduce new vulnerabilities

Such threats can have a devastating effect in multi-tenant deployments. A malicious container breakout of one tenant can potentially comprise all co-hosted containers of other tenants
5.y.3
Potential security requirements

The virtualization platform shall provide container isolation capabilities to prevent container breakouts.

The virtualization platform shall provide capabilities to limit impact on co-hosted containers caused by a rogue container escaping its isolation. One of the commonly practiced security control is to enforce strict resource limits on container usage, which helps in preventing resource starvation due to an attack by a rogue container. 

The virtualization platform shall enforce principle of least privilege (PLOP) that ensure that no containers run with a privilege higher than what is actually required.
**** END OF CHANGES ****

